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#### Abstract

Prior work on AI-enabled assistive technology (AT) for people with visual impairments (VI) has treated navigation largely as an independent activity. Consequently, much effort has focused on providing individual users with wayfinding details about the environment, including information on distances, proximity, obstacles, and landmarks. However, independence is also achieved by people with VI through interacting with others, such as in collaboration with sighted guides. Drawing on the concept of interdependence, this research presents a systematic analysis of sighted guiding partnerships. Using interaction analysis as our primary mode of data analysis, we conducted an empirical, qualitative study with 4 couples, each made up of person with a vision impairment and their sighted guide. Our results show how pairs used interactional resources such as turn-taking and body movements to both co-constitute a common space for navigation, and repair moments of rupture to this space. This work is used to present an exemplary case of interdependence and draws out implications for designing AI-enabled AT that shifts the emphasis away from independent navigation, and towards the carefully coordinated actions between people navigating together.
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## 1 INTRODUCTION

People living with varying forms of visual impairment (VI) represent a significant population worldwide [47]. Assistive Technology (AT) has become a common part of daily life for this population, supporting them in activities and routine tasks, such as reading text, navigating the web, using smartphones, and so on [12, 24, 41, 46, 70]. More recently, artificial intelligence (AI) has been promoted as a means for extending these ATs. For example, increased attention has been given to designing and developing AI-enabled AT to aid independent navigation for people with visual impairments. In this research, much effort has been dedicated to providing the individual with

[^0]wayfinding guidance and complimentary information about the physical features in an environment such as one's proximity to obstacles, curbs, hazards and landmarks [3, 22, 23, 29, 39, 42].

In the following, we aim to engage with the research operating at the intersections of AI and its use in assistive guidance technologies. However, in contrast to much of the prior work, our research is informed by a perspective that stresses the interdependencies between people with vision impairments and others in their surroundings, what might be thought of as the collaborative work in CSCW terms. Our thinking draws on scholarship in disability studies that highlights the significance of interdependence as opposed to independence [7, 18, 32]. It also builds, in particular, on the notion of an interdependence frame as proposed by Cynthia Bennett, Erin Brady and Stacy Branham [5]. These ideas from disability studies and from Bennett et al. emphasise the collective work done by people with disabilities and others to achieve access and independence. Further, they make clear these relationships are not only between people, but also include the interplay with AT and the environment. It is through this line of theorising and reflection that the presented work aims to rethink the role of AI in AT, considering, in particular, how exactly AI might become a valuable resource in the unfolding relations between people, technology and their surroundings.

Taking up the call from Bennett et al. [5], we consider how the sighted guide relationship offers an example of, one, people with VI working with others-in this case their sighted guides-and, two, an interdependent partnership potentially open to AI-based interventions. As it is routinely described, the sighted guide technique involves a sighted person guiding using touch and voice to forewarn a person with a visual impairment about kerbs, steps, obstacles, etc. The guidance in this sighted-guide configuration is somewhat standardised: if someone needs support, the guide bends the arm parallel to the ground and offers their arm or elbow to the person being guided. By holding the arm's guide and having the guide one-half step ahead, the companions can navigate together [52]. A primary concern in our research has been with how, in practice, such collaborative work is accomplished. We ask how guides and people with vision impairments work together to competently navigate their surroundings-how interdependence is achieved in action? Rather than presuming an instrumentalised idea of independent navigation (i.e. that navigation is a problem AI can solve), we aim to consider what role AI might play in augmenting and extending the interdependencies. Thus, we ask not how we might "solve" the "problem" of navigation, but how people's collective capacities-their capacities for working together-might be enhanced [6].

In response to this thread of thinking, we conducted an empirical, qualitative study to explore how interdependence is interwoven into the sighted guide relationship. We recruited four pairs of participants composed of a person with a visual impairment and their guide to take daily routine journeys using the sighted guide configuration. Wearing two body cameras, participants video recorded their interactions in the settings they navigated.

As discussed in the Findings and Discussion sections, the results of this study provide lessons for augmenting the sighted guide relationship and reorienting the design and development of AI-enabled assistive technology. Broadly, our work points away from efforts to supplement simple notions of individual autonomy and agency, and instead sees these as achieved in and through the coordination between actors and their surroundings. As such, autonomy and agency are approached not as static attributes to be bestowed on a person with a visual impairment by an AI-enabled AT. Rather than seeking to mimic the role of the guide (and, in effect, replace the guide), we show how AI can play an important role in extending the capacities both parties use and acquire together.

Our work makes four main contributions: (1) we show how sighted guiding is a collaborative venture, where people use a variety of interactional resources to establish a common space that they can navigate through; (2) we provide a rich and detailed understanding of how these interactions constitute interdependence, in which agency moves fluidly between people; (3) we show evidence of ruptures in these interdependent relations and how they are repaired through the use of interactional
resources; and (4) we provide implications for designing AI-enabled assistive guidance technology, placing the emphasis on further enabling collaboration rather than simple and reductive ideas of autonomy and agency.

## 2 RELATED WORK

We now present the state-of-the-art in AI-based assistive technology aimed at navigation, and how the interdependence frame [5] can be used as a way to think differently about designing assistive technology, especially when applied to the sighted guide relationship.

### 2.1 AI-based Technology Used to Assist Independent Navigation

Assistive technology aimed at people with visual impairments seeks to support them by improving access to technology, their independence and, in turn, quality of life. Prior work has designed solutions addressing a wide range of activities such as reading, writing, gaming and navigation. Currently, these AT solutions work by augmenting or replacing vision [67, 70], for example, applications that help people with limited vision to magnify any text, image or video that the device captures $[46,70]$ or transforming graphics, images, or text into audio and synthesized speech through screen readers or haptic information to braille devices [2, 49, 65]. In addition, there is also a drive to leverage artificial intelligence (AI) for some tasks that rely on visual information, such as the identification of objects, barcodes and currency [12, 24, 41].

Independent navigation for people with visual impairments is considered a major challenge, drawing significant attention from the research communities in both HCI and AI [23]. Here, AI is often used to solve a functional task, where the user follows instructions to successfully reach a destination. Hence, research has focused on supporting how users navigate physical spaces, and aiding in the identification and proximity of walls, curbs, obstacles, streets, etc. often using beacons [3, 34, 39, 63, 71] or computer vision systems [3, 29, 34, 66]. For example, the Cities Unlocked project [42]-a collaboration with Microsoft and Guide Dogs for the Blind-proposes a wearable headset connected to a smartphone application to receive information about a current location, surrounding streets and landmarks, and help to explore the surrounding environment and reach a destination. The NavCog system is exclusively for indoor use and relies on Bluetooth low energy (BLE) beacons, installed in the environment, to estimate the user's position and provide turn by turn instructions [22]. A recent application, BBeep, predicts the future position of pedestrians and tracks the user's path; when it predicts a potential collision between the traveller and the pedestrian, the system alerts both the user and the nearby pedestrian [31].

Again, these solutions target autonomous travel, treating it as a functional task. As a consequence they place the emphasis on more accurate information about the environment and wayfinding to provide greater independence to the user. Relationships with other people (e.g., pedestrians, assistants, guides, friends, etc.) are given little consideration, with others' bodies largely treated as physical masses, either moving or stationary, and as something to be avoided.

### 2.2 A different Perspective: the Interdependence Framework

Recent research has stressed the agency of people with disabilities in their collaborative work with others, and demonstrates how both access and independence are achieved through this interdependence [5, 6]. Thus, assistive technologies should not be approached as a "gap between disabled bodies and environments designed for non-disabled people" [5, p.161], but as an aspect of the ongoing interplay between different actors and the specificities of any one setting. Be My Eyes [17] and BeSpecular [36] offer two compelling examples of services that open up a space for such mutual and collaborative work, providing people with visual impairments remote access to crowd sourced communities of sighted users.

The interdependence concept draws from and has been intensely discussed in disability studies. What might be captured loosely as the relational perspective $[7,32]$ understands disability as being in continual production, where bodies, technologies, settings, etc. are unceasingly entwined to make actors more or less able. Moser [45] shows how disability is not something fixed within the body, but is manifested through interactions with the environment, other people and technology: "disability is not something a person is, but something a person becomes". Similarly, Goodwin [20] presents systematic analysis of a person with aphasia and who is able to speak only three words but nonetheless acts as a competent speaker. Through Goodwin's work we see how a complex conversation can unfold with few words, but in combination with body movements and gestures, and the interplay with the talk and actions of other actors. Ability and disability are then capacities made possible through the relations with others.

While previous HCI research has paid attention to the social features of settings, it has primarily been related to the ability-based design of technology or the social implications of existing ATs. For instance, previous perspectives highlight mismatches between the different ways sighted and nonsighted people interact with their surroundings, and thus how appropriate feedback is important in navigation [69]. The form and function of an AT has also been considered in terms of how it influences social interactions, self-perception and social acceptability [59, 60]. In light of the research in disability studies, such approaches present relatively static versions of the relationships between the actors, and what capacities they may have to work together.

Relationality and the interdependence perspective thus opens up opportunities to think differently about the design of AT and consequently about the use of AI in this context. Bennet at al.'s frame [5], in particular, sees AT as a further way to extend the relations between one another, focusing on how actors are made more or less able, relationally, through other actors and with/through AT. Other recent work further illustrates the complexities of these social relations and how (dis)ability disappears or emerges through them. Thieme et al. [64], for example, examine how people with visual impairments negotiate their abilities and how they make sense of the environment through different resources and collaboration with others in several contexts during the Rio Paralympics. Similarly, research has shown the collaborative work done involved between people with VI and people who are sighted to co-create an accessible home environment [8], and how a mixture of abilities can operate together to achieve tasks [6, 9]. However, technologies and applications which go beyond the accomplishment of individual tasks, and pay particular attention to social activities and relations, remain unexplored in the design of AT.

The interdependence frame would seem especially applicable in understanding sighted guiding. To approach this aided guidance from a perspective of autonomous travel would be to reduce the "problem" of navigation to a sequence of steps and the movement from one place to another, and ultimately, to look to solutions that replace the sighted guide with an AI system. A compelling paper from Due and Lange [15] offers some relevant lessons from an ethnographic and ethnomethodologically orientated study of people with vision impairments navigating with guide dogs. The work presents an analysis of visually impaired people competently navigating their environments with guide dogs. Specifically, it highlights a distinction between the use of a white cane, seen as "problem-oriented", and the guide dog, seen as "solution-oriented". So, in contrast to the white cane, guide dogs do not inform their companions about obstacles but instead help to establish safe routes. This draws particular attention to the interdependent relations between the person and their guide dog.

Similarly, when viewed in terms of interdependence, sighted guiding represents a clear example of people working together and, thanks to their collaboration, being able to successfully coordinate their actions to move through space. To think with interdependence is then to recognise movement and space not in strictly euclidean, geometric terms but as something that is co-produced and
mutually orientated to to accomplish activities like navigation [14]. Moreover, sighted guiding provides an enjoyable way to explore familiar and unfamiliar environments across the visually impaired community [61], for building and intensifying relationships [18, 32], and for feelings of freedom [37]. It is thus through sighted guiding, as an illustrative case, that we aim to develop and refine the evolving work into interdependence and approach AI's potential in AT from a different perspective. Broadly, our aim is to develop (1) insights into how people with VI and their sighted guides navigate together successfully, and how this experience exemplifies interdependence; and (2) identify implications for designing AI-based assistive technology to extend the interpersonal interactions which aligns to the interdependence framework.

## 3 STUDY METHODS

To investigate the current sighted guiding relationship, we conducted an empirical study in which we invited people with visual impairments and their sighted guides (with whom they usually travel) to video-record their real-world journeys using body-worn video cameras. As we assumed interpersonal coordination to be a key element in sighted guiding, we analysed our data using interaction analysis to examine the details of how guiding and being guided were accomplished. We now provide details on the participants in our study, how the study was structured and carried out, and how we collected and analysed the data.

### 3.1 Participants: People with Visual Impairments and their Sighted Guides

We recruited pairs composed of adults: a person registered severely visually impaired (blind) or visually impaired (partially sighted) and a sighted guide. Both had to know each other through guiding for at least 3 months. This allowed us to ensure that they had some experience of guiding each other, to investigate their established interactions as safely as possible, and also to observe their relationship with each other that might differ between pairs in terms of harmony, care and mutual understanding.

Participants were recruited through adverts via social media, emails to existing contacts and printed flyers. Since we were targeting both sighted and visually impaired people, different formats were essential; we made considerations for the diversity of vision impairments and accessibility on all electronic materials. We excluded people with cognitive or mobility impairments from our study that could have prevented them giving informed consent or being able to travel outside the home without additional assistive mobility aids. Accessible participant information sheets and consent forms were emailed to participants in advance. Informed consent was obtained at the initial face-to-face meeting between each pair and the researcher. Approval for this study was granted by the Computer Science Research Ethics Committee at City, University of London. In appreciation of participants' contribution to the research we offered a $£ 25$ voucher per person.

Four participant pairs took part in the study and Table 1 reports a summary of demographic information we gathered. The names used throughout the article are pseudonyms. As shown in Table 1, these pairs knew each other between 2 and 20 years, ranging from only knowing each other through guiding to being married. For instance, Alan and Nick have a mentor-friendship and they have known each other for one to two years. Nick is the main founder of a charity and Alan is involved in a creativity project run by Nick's charity. Nick guides Alan every week from the tube station to Nick's studio and vice-á-versa. Nick said that guiding Alan every week is only a small thing that happens during the journey, there is much more going on and travelling with Alan is a great occasion to build their friendship. In contrast Megan and fack's relationship is quite different. They have known each other for 2 years and Jack has been guiding Megan for 1 year from time to time, but only when Megan needs particular assistance for travelling in unfamiliar and crowded places. Megan is quite independent and ordinarily uses a long cane in her daily journeys. While
some of the participants had no sight, some participants were able to distinguish light and dark. In addition to sighted guiding, they also used tools such as white canes and guide dogs to travel on their own. All participants living with sight loss had an active life, using assistive technology such as screen readers, voice synthesizers, etc.

| PAIR <br> *Person with VI | Relationship | Info About their VISION | AID FOR TRAVELLING | Assistive <br> Technology |
| :---: | :---: | :---: | :---: | :---: |
| Megan* and Jack | 2 yr - Guiding relationship | R: no vision <br> L: blurry vision since birth | Long cane and sighted guide | Screen reader Voice synthesizer Magnifier |
| Alan* and Nick | 2 yr - Mentorship | No vision since birth | Long cane and sighted guide | Screen reader Voice synthesizer Braille |
| Luke* and Alice | 7 yr - Close friends | Light and dark for 27 yr | Long cane and sighted guide | Screen reader Voice synthesizer Apps on mobile |
| George* and Sara | 20 yr - Married couple | R: only central vision <br> L: blurry-no color for 35 yr | Guide dog and sighted guide | Screen reader Voice synthesizer Large monitor High contrast on computer/mobile |

Table 1. Demographic Information.

### 3.2 Study Setup

The study took place over a week, consisting of an initial meeting and the pairs recording journeys (Figure 1).


Fig. 1. Research study procedure.
During the initial meeting between the pair and the researcher, we obtained informed consent and gathered demographic information. We then gave instructions on how to wear and use the cameras. Video recordings were captured using two body cameras, as illustrated in Figure 2. Cameras were worn by both participants using a harness at chest or shoulder height. The right position and orientation of the camera depended mainly on the difference in height between participants and how close they usually walk. We were interested in capturing the physical connection between the guide's arm and the visually impaired person's arm and the upper back of the guide. These parts of the body were captured by the visually impaired person's body camera (see Figure 2a). The second body camera, worn by the sighted guide, was aimed to record the guide's perspective. We also did a mini-demo to verify that the camera configuration worked in relation to how pairs travelled together, using a wifi connection between the camera and the researcher's phone app.

To minimise the risk of unauthorised access to the video data, we used two $S$-EYE body cameras from Shelleyes Group, with built-in encryption protocols. These cameras were also highly appreciated
by participants because they were accessible, having a simple layout, big buttons with different textures, and a variety of audio and vibration feedback features. The pair then had three days to record one or more journeys, with each journey lasting at least 20 minutes to ensure enough data. The journeys were chosen by the pairs themselves; the only stipulation was that the journeys be familiar to them, for example, going grocery shopping, to a museum, to a GP appointment, a coffee to meet friends, etc. This guidance was given because we were interested in the routines of everyday life and in capturing the ordinary ways people manage their partnerships. In addition this choice allowed us to mitigate ethical concerns related to participants' safety.


Fig. 2. Body cameras set up.

### 3.3 Data Collection and Analysis

Across four participants pairs, we collected 6 journey records in 23 shorter clips of 10 minutes (i.e., a total of 4 hours of journey data). We then pre-processed all the videos and audio so that the guide's video and the guided person's video were displayed, visually, side-by-side and synchronised (see Figure 2c).

The data was analysed with interaction analysis, which is a qualitative research method, well established in studies of the workplace [26, 27, 40]. The theoretical underpinnings of this approach, owing much to conversation analysis and ethnomethodology, offer a means of understanding how interaction is made intelligible and thus consequential to the members of a setting, so, for example, how people cross a road at traffic junctions without constant collisions [35] or musicians achieve synchrony [68]. Over the past two decades it has also emerged as a research method to investigate specialized forms of social activities [26] and more recently in everyday and technology-mediated settings [11, 33, 50].

Interaction analysis is also adopted in HCI and CSCW research as a method of analysis to inform technology design, for example, to describe how tourists work together in groups, collaborate around maps and guidebooks [10], how passers-by interact with urban technology in public
space [4], and how people collaborate and jointly interact with other mobile technologies while driving [48]. Especially relevant to the work we present, Due et al. [16] show how people are able to detect obstacles during navigation using a white cane and describe design implications for future technology. More generally, interaction analysis has been used to study disability in context. For example, Goodwin [20] (a central contributor to interaction analysis and conversation analysis), has used the research method to demonstrate that limitations to vocalised speech can in many ways be overcome through pointing gestures, head turning, and gaze in collaboration with others in a setting.

In practice, interaction analysis relies on repeated and careful re-watching of recorded video to produce detailed transcripts of spoken and interpersonal interactions, including non-verbal communication (for example how people orient their bodies, which gestures they use, what they are pointing to and so on) to investigate "the ways in which specialised tasks and activities are accomplished through embodied activity, activities that involve the interplay of talk, visible conduct and the use of various objects and artefacts, tools and technologies" [25].

In our research, because of the depth and detail of interaction analysis, we chose to focus our attention on salient segments/excerpts from across the 23 clips we collected. A segment or excerpt is a short video from our data, which lasts on average 20 seconds. Segments were chosen through repeatedly watching the recorded data, individually and as a team, and identifying parts we felt presented compelling examples of coordinated interaction. In particular, we looked for examples of how our participants worked together to move through/past obstacles such as narrow gaps, curbs, cars, and other people, and how they managed barriers, or crossing thresholds such as moving in/out of buses and stores. We also paid particular attention to moments which emphasised the work done by pairs to co-locate themselves in the guiding configuration while for example shopping, paying at the counter or beginning/ending a new journey. A total of 40 segments were analysed in detail in this way. In a similar way to how interaction analysis findings are reported in CSCW [11, 28] and in other research communities [20,33], for this article we chose to present segments that best illustrate the themes documented in Section 4. Specifically, segments were selected that featured different aspects of the use of multimodal resources to co-constitute a common space; the interdependent work done in sighted guiding; and instances of ruptures and repairs to common space.

## 4 FINDINGS

Below, we select a set of 6 relevant segments/excerpts out of 40 to present our findings. For each segment, we present a short description to introduce the participant pair and the context of their journey; this is followed by a detailed analysis. A transcription of the conversation, along with images to show non-verbal communication, is attached at the end of each sub-section. Appendix A provides a detailed explanation of symbols used in the transcription.

Through the following analysis we aim to develop three ways of making sense of the sighted guide relationship paying particular attention to the ways interdependence plays into their coordinated actions and movements. Broadly, we show (i) how a common space is co-constituted between people with vision impairments and their guides; (ii) how, as a form of interdependence, this work together is interwoven into the ordinary and unfolding sequence of interactions; and (iii) how the unfolding relations in/through space are subject to rupture and open to repair.

### 4.1 Co-constituting a Common Space

In the first of our analysed segments, we describe how pairs work together to establish a common space to move in and through. Specifically, we show how a mutual orientation to talk, body movements and gestures, and other objects help to constitute a space that can be navigated together. Noteworthy will be the coordinated actions between the pairs, what we wish to highlight as the co-constituting of space. It is through these coordinated orientations and actions that we will show how, exactly, interdependent relations are accomplished between people with vision impairments and their guides.
4.1.1 "Come on Step Down": Through this first excerpt (see Segment 1), we begin our analysis by considering how both talk and objects-objects like canes-play into constituting a common space between pairs. Luke (visually impaired person - VIP) and Alice (Guide - G) are walking in their neighbourhood as the conversation turns to the nice weather over the last few days. The friends walk side by side-Luke is holding Alice's arm with his right hand and holds a long white cane on his free (left) arm. As they approach a sidewalk curb (line 12), Alice announces "come on $\uparrow$ step down Luke". This utterance and Alice's "curb and bicycle $\uparrow$ step up" in a subsequent turn (line 17), briefly interrupt the ongoing conversation.

Notice, first, how talk itself is being used to coordinate actions and establish a common understanding of space. Well-established works in conversation analysis show that how talk is conducted can serve as a resource in the organisation of turn-taking [54]. For example, how interlocutors say what they say can indicate the way a sequence of turns occurs, the opening up and closing of topics of talk [58], and the repair of troubles in talk [57]. (In conversation analysis, repair refers to the ways in which talk is kept on track. Repair techniques can be displayed through a subsequent spoken turn, but also using a variety of non-lexical speech perturbations, cut-offs, sound stretches, onomatopoeic words, etc.). What these works allow us to identify are the relevant methods used to establish the change in a conversation's topic and how some changes are achieved turn-by-turn, coordinated through a mutual exchange of verbal and non-verbal signals.

In the segment described above, Alice forewarns Luke of the sidewalk's curb through a change in tone and raising pitch in talk (i.e. " $\uparrow$ step"). This adjustment in talk provides Luke with a cue, indicating the utterance refers not to the ongoing topic-the weather-but another matter, in this case to do with navigation. Further, phrases such as "come on" and "Luke" are used to emphasise a discontinuity between the primary topic and the navigational cues she provides. This, we might suggest is one reason why Alice does not have to begin a lengthy explanation of the approaching curb, but is simply able to say "step up" or "step down" to establish a shared sense of space.

Of course, the act of walking together, and the mutual awareness that obstacles like curbs and steps must be managed together, also attributes phrases like "step up/down" with an indexical quality. That is, we see that when something is said can serve as an index to a feature in the environment without an explicit need to describe it in full (similar to saying, for example, "that" and pointing at something). The critical point here is that a space for Luke and Alice is being continually composed or established through an ongoing and interwoven set of mutually produced and intelligible resources.

Let us consider one further point from this excerpt. Above, it seems Luke's white cane plays a consequential role. The cane has just touched the pavement (Fig. 3d) when Alice says: "step down $L u k e "$ and, again, is swept against the sidewalk corner when she announces "step up" (Fig. 3f). The importance of the white cane as a resource to detect troubles and obstacles has been explored by Due et al. [ 15,16 ]. In their work, they observe how visually impaired people use their canes to skilfully and competently navigate while traversing known routes; this illustrates the variety of resources being brought to bear on navigation. What the interchange between Luke and Alice adds
to this previous research is a recognition of the coordinated actions between a pair walking together: the synchronisation in time and space-between Alice's talk, Luke's cane sweeping, and their shared walking pace-looks to be critical to their successful navigation and for Luke to confidently take the following next step up. Notably, there is no hesitation on Luke's part, and there are no pauses or the need for other repairs [54] after Alice's alert. The cane becomes relevant because what Luke perceives through it is combined with Alice's utterances, her change in pitch and tone, and their common movement. Again, altogether, we witness a rich and multi-threaded composition of space, and a space constituted together.

## Segment 1 - Come on step down (Luke and Alice)

```
L: that's nice, isn't it?
2 A: that felt like the other week
L: ye::ah
0.4
lll
```

                                    Fig 3c
                                    V
    L: in theory it may be a good go for the camera=

$17 \rightarrow \mathrm{~A}: \quad$ *curb and bicycle, 个step up*
0.5
ye:: :ah we made it
L: yap
A: so far
$\begin{array}{lll}21 & \text { L: } & \text { one piece }\end{array}$


Fig. 3. Segment 1 - Come on step down (Luke and Alice).
4.1.2 "Go Skinny": In a second segment, "Go skinny", we draw attention to the use of gestures and the body as common resources and how their use serves, like talk, to co-constitute a space and aid navigation.

In this second segment, another participant pair, George (VIP) and Sara (G), have just paid at a supermarket checkout and are heading towards the store's exit (Segment 2). Approaching a narrow gap to their right, they walk at a regular pace, almost side by side, with George holding Sara's arm (Figure 4a). As they near the gap, Sara prolongs the word "because". She then pauses before saying "go skinny" (line 3). As they step forward, now at a slower pace, Sara stretches out her arm and then brings it behind her back. George is guided by Sara's arm movement and steps behind and further from her (Figure 4c).

As with the example above, this segment illustrates how pairs arrange their bodies and talk as they move through space and encounter obstacles. Thanks to Sara's gesture (stretching and moving her arm behind her), the two change their body configuration to pass through the narrow gap.

Sara's extended "because" and then "go skinny" anticipates this gesture, as does the pair's slowing down. Again, there is no need to explicitly announce the presence of an obstacle. Rather, the gap is indexed through the coordinated acts of speech and bodily movements.

Of particular interest in this segment is what follows. As the pair move through the gap, a pause in talk occurs. Not unlike the occasional pauses in talk between automobile drivers and their passengers [33], the pause marks a shift in focus and a tacit agreement that another matter demands immediate attention-the silence between George and Sara at one at the same time is demanded by the need to navigate the narrow gap and is a signal of the work they are engaged in to move through it. Moments later, the pair's resumption of talk is tacitly accomplished in a similar way. Moving his hand from Sara's wrist to her upper arm, George both returns to talking and moves to restore the side-by-side configuration (Fig. 4d and 4e). It is only then that Sara bends her arm to accommodate George beside her again (Fig. 4f). This sequence ends with a "well done" from George (line 4), a typical utterance used in closing a sequence [58] and Sara returning to the faster pace of walking.

What is apparent in this interchange is how it is not just that bodies and talk are working together. A common space is also being established, one where through a series of interwoven utterances and bodily movements a narrow gap is collectively established and navigated. Despite their different capacities for seeing and a variety of bodily and spoken interactions, full with nuance and subtlety, the two succeed in composing a space to move through. As Goodwin exemplifies in the analysis of talk between Chill, a man with aphasia, and his family, situations are made mutually intelligible through the situated conduct of the interlocutors (i.e., talk and gestures) [20]. Likewise, between George and Sara, space is made mutually intelligible and indeed actionable through the couples combined and sequential interactions. In other words, it is through their actions together, that a space-in-common is constituted.

Segment 2 - Go skinny (George and Sara)


Fig 4c
$\stackrel{7}{7}$
[Sara moves her arm on her back. George's hand follows her arm. They are further to each other. Slow down and Pause in talk]
0.8
[George moves his arm from Sara's Wrist to Sara's upper arm]

## Fig 4f

G: well // done [they speed up]
S: $\quad$ sh*thank you she was ( ) she was talking about before she went away becau: :se she said even though she spent a week with him she hasn't spent any time with () she is not gonna seen him for a couple of weeks [pause] she wants to [pause] see him basically
G: I am sure she will be fine


Fig. 4. Segment 2 - Go skinny (George and Sara)

In sum, through the above, we have illustrated how a common space can be co-constituted between people with vision impairments and their guides. That is, when couples do not share dominant sensory modalities (in our cases, sight), a particular work is made apparent that helps to establish a space in common and the capacity for movement through it. As we have seen, multiple resources are employed to provide information about bodies and their movements vis- $\grave{a}$-vis the physical environment. Critically, this work is mutual, drawing on shared orientations to and mutual interchanges around talk, body gestures and movements, and objects.

### 4.2 Interdependence Interwoven into the Sequential Interactions between Pairs

The analysis so far highlights how resources do not always explicitly refer to the physical environment or deliberate navigation. Instead, the segments illustrate a complexity to the timings and rhythms people deploy while they coordinate their (inter)actions and interact with the environment and other objects.

Thus, we begin to see how an interdependence is enacted through a continuous, intermingling of the "simplest systematics" of talk and interaction [54]. The conventional idea of a guide chiefly doing the work of guiding a person with visual impairments belies the continual back and forth between the two actors, a relational achievement that makes even the most routine and unremarkable movements a highly collaborative venture. Although we want to avoid any crude parallels, we find a similar sophistication between people with vision impairments and their dogs [55], and indeed between people and dogs more generally $[19,38]$. The point here is not that human guides are analogous to guide-dogs, but that there is a nuanced and interwoven character of such relations that turn on different but also shared sensory modalities and resources.

Following on from the above examples, through two further segments we want to further draw out the subtleties of this collaborative work and in doing so give particular emphasis to the interwoven and mutual engagements between people with visual impairments and their guides. That is, a necessary interdependence in their relationships.
4.2.1 Passers-by Approach: Turning to the third of our segments, where Alan (VIP) and Nick (G) are making their way to a Tube station, we find much in common with Segment 2, above. As in the example with Sara and George, who pause their conversation to pass through a narrow gap, we observe Alan and Nick momentarily falling silent as they navigate around some approaching passers-by (line 6-7). The conversation pauses as the pair slow down and veer to the right to avoid the upcoming pedestrians (see Figure 5). However, in contrast with our earlier example, there is no explicit announcement from Nick, of "go skinny" or otherwise. The change in direction and speed, and pause in talk appear to be sufficient for Alan to recognise that the space ahead is changing. Along with these cues, Alan responds accordingly, working in synchrony to maintain the silence and giving the pair the chance to attend to the approaching obstacle. We know that such synchronous interactions between interlocutors emerge through "a rich interplay between language processes and outward action" [51, p. 76], and that even the organisation and sequence of pauses and the return to talk depend heavily on verbal and nonverbal cues by both speakers [13]. This exchange then demonstrates a mutual dependence. Certainly, Nick is leading, but Alan is responsive to the subtle pace and rhythm of the cues and plays his role in constituting and navigating the space. If the situation was otherwise, we might imagine spoken interruptions, the need for repair, or possibly a collision with the passing pedestrians.

The same coordination is seen in the couple's return to their original walking pace and conversation. Guiding, Nick appears to initiate the increased pace in walking and as this occurs Alan restores the conversation (line 7), picking up where they left off. It is in this sense that the two are co-participants in the accomplishment of the navigation. Both are enabling each other through the use of verbal, bodily and spatial resources and through a mutually coordinated sequence of interactions.

Segment 3 - Passers-by approach (Alan and Nick)
start [Alan and Nick are walking at normal speed, next to each other. Alan is holding Nick's elbow]
N: yeah yeah did he recommend as an organization?
N: yeah yeah did he recommend as an organization?
A: no::, I just I kinda did my research and I found it // and I was like oh god this
A: no::, I just I kinda did my research and I found it // and I was like oh god this
is- this is what I found and it was like awesome=
is- this is what I found and it was like awesome=
N: *ah*
N: *ah*
0.2
0.2
=did he enjoy working for them?
=did he enjoy working for them?
I think he did yeah
I think he did yeah
other pedestrians and then speeds up again]
I think he- I think he knew he might interview me also // he is quite handy=
*ah, okay*
=( ) inside the track
yeah, pretty much


Fig. 5. Segment 3 - Passers-by approach (Alan and Nick)
4.2.2 Freezing-up: Through this next example, we want to continue with this idea of how a pair enables each other in and through their turn-by-turn interactions. The situation we now turn to, is though, a more complex one where a couple lose contact with one another. In the segment in question (Segment 4), Luke (VIP) and Alice (G) have just bought drinks and food in a café and are walking away from the till. As Luke takes the opportunity to move his cane from one arm to the other (Figure 6b), Alice lets go of him and then turns back to retrieve something from the counter (Figures 5c and 5d). At first glance, Luke's reaction to being left on his own, stopping suddenly, or "freezing-up", looks to signal his inability to act. We might assume he is at a loss, unable to manage on his own.

The reader should know, however, that Luke is in fact a highly independent man who lives on his own and regularly travels by himself. A more nuanced reading of the situation we encounter in Segment 4 is then that, in unexpectedly losing hold of Alice, Luke is responding to a re-configuration of space. As we have seen in each of the examples above, when a person with a vision impairment holds their guide, a space-a space to move in-is constituted together. To freeze here is to adjust
to a new space and the alternative possibilities it affords. It is likely a response to avoid potential collisions with others, yet it also invites something more. As Middleton and Byles suggest in their studies of people with vision impairments travelling in cities, to freeze can also be a sign of one being open to other "interdependent exchanges" [43, p. 82]. Thus, Luke's freezing-up might be read equally as an opening to Alice to replace her arm, an active cue for her to re-establish physical contact.
Let us review the sequence (lines 3-6) in finer detail to consider the possibility of this greater interdependence between the pair. Luke's first action (moving his cane from one arm to the other, see Figure 6b) suggests he is already seeking to repair an unusual arrangement. In the sighted guide configuration they regularly adopt, Luke usually holds Alice's left arm. When Luke lets Alice's right arm go, he is thus seeking to re-establish their regular respective positions. Stepping away (Fig. 5c) and turning towards the counter (Fig. 5d), Alice appears to respond to Luke in stretching her left arm toward him (Fig. 5d). Not able to reach him, she says "come on Luke" (line 6), re-establishing a common space before she is actually able to make physical contact.

Segment 4 - Freezing-up (Luke and Alice)

```
                [L and A they have just bought some food and they are approaching some table to
                have a seat]
        A: come one // Luke
        L: *do you want* to try the vegan
            Fig6a
3: yeah
                Fig 6b
    |}\quad[L\mathrm{ lets go A's arm to change the arm that supports the cane]
                                Fig 3c
                [L slightly stretches his arm to probably find Alice's left arm]
                0.4
                                    Fig 5d
        A: ok yes, of course I forgot=
        L: =eh?
            0.2
6 A: come on Luke
```



Fig. 5. Segment 4 - Freezing-up (Luke and Alice)

The broader point to draw from these segments is the ongoing and orchestrated work of interdependent interactions. At a micro-level of interaction, involving forms of talk, gestures and body movements, pairs build up and continually attune their relations with one another. For Alan and Nick, and Luke and Alice, the interdependencies between the couples move fluidly, but there is an agency in both directions, the actions from one member of a pair invite actions from the other, the resources are used by one and in turn create the conditions for the other to act. In this way, interdependence is threaded through the relations, it is an integral feature for couples moving in and through spaces together.

### 4.3 Ruptures and Repairs to Common Space

In their article Troublesome Objects [16], Due and Lange describe how the sweeping white cane can help to detect obstacles, but also simultaneously marks an arch in front of the person using it,
alerting passers-by that the space should not be obstructed (also see [69]). Again, we suggest that this constituting of space is performed in a similar way between people with visual impairments and their guides. Between the pairs, we find a common space being co-constituted through finegrained and nuanced interactions, and, specifically, emerging through interwoven and sequential acts of talk, bodily movements and gestures, and mutual references to objects. In this way, the interdependent production and use of space can be understood as a taken for granted feature of ordinary (inter)actions.

So far, we have presumed a fluid and untroubled co-production of these acts and the corresponding realisation of a common space. When navigating together, however, we also find pairs may need to put more explicit effort into establishing what, exactly, constitutes a common space and how to (inter)act in it. As we saw in the last example (4.2.2), ruptures can arise that demand repair to reestablish a space in common. In this section, our interest thus turns to how people with visual impairments and their sighted guides negotiate their ideas of space. Specifically, we present two segments, "Wait here, wait here" and "Two for six". The former explores, in detail, how the coordinated actions of "letting go" can change the focus from a common space to a more personal one. The latter, "Two for six", describes how a change in pitch is used as a resource to repair and re-establish a common space.
4.3.1 "Wait Here, Wait Here": In the first of these two examples, we return to Alan (VIP) and Nick (G), see Segment 5 . Here, the pair are leaving a café, walking side-by-side with Alan holding Nick's left elbow. Reaching the doorway, Nick realises they have forgotten Alan's backpack. "Wait here, wait here", he exclaims (lines 5-7), as he turns and removes his arm from Alan (Fig. 6a). Nick's utterance is pronounced using a firmer tone of voice to emphasise its different, instructional status in talk. As we see Nick return to the table where the bag has been left, Alan's subsequent question: "that's bad, isn't it" is left unanswered (lines 8-9).

We see here how a pair moves from coordinating their actions and co-constituting a common space, to operating alone. That is, the pair go from being physically co-proximate (with Alan holding Nick's arm), moving together, and Nick offering a verbal indication of his relative movement, to each individual operating in separate, personal spaces. Like Luke and Alice in the previous example (Segment 4), this transition from being together to being separated is not without its troubles. Alan's unanswered question suggests a problem: even though Nick alerts him with "wait here", the followup question shows the transition is not mutually intelligible-that the changing circumstances are not understood simultaneously or equally by the pair. Alan's question is left as a rhetorical statement, whether intended or not. The contrast with the coordinated actions and flow of talk we see while pairs co-constitute a common space is stark.

The problem appears to turn on the abrupt shift between common and individual spaces. In her study of "interactional spaces", Mondada [44] details the systematic use of movements, gaze, body orientation and mutual adjustments to describe the transitions from passing pedestrians, unknown to each other, to their focused co-participation in public space. What Mondada demonstrates is the nuanced work that is performed to accomplish such transitions. Although the change is in the opposite direction-from shared to individual spaces-we might expect to see a similar work between Alan and Nick. And yet such work is notably absent. To begin, their physical contact serves as an explicit resource to share and negotiate space together-in the guiding configuration each individual's movement has a direct consequence on the other's. It would seem though that the hurried letting go is a trigger for the difficulties. Nick's ambiguous "wait here" and imperceptibly timed move away from Alan breaches the co-constituted space. Though sequential turns in talk can go some way towards easing the transitions and repairing them (again, see Segment 4), Alan's question fails to achieve this and we witness a rupture that goes unresolved, at least for a time.

## Segment 5 - Wait here, wait here (Alan and Nick)

```
N: alright
    0.2
    N: is it quite handy doing it here at the cafe that's give us another two minutes walk
A: yeah
5->N: I left your bag behind, wait here
    [they are in front of each other. A is not holding N's elbow]
    oh //shit
    *wait here*
    [N goes back inside the cafe to retrieve the bag]
    Fig 6b
    that's bad, isn't it?
    0.3
```


(a) N spontaneously turns toward A and the physical contact is broken

Fig. 6. Segment 5 - Wait here, wait here (Alan and Nick)


Fig. 6. Segment 5 - Wait here, wait here (Alan and Nick)
4.3.2 "Two for Six": In this next example, let us further examine the transition between common and personal spaces, and consider in particular how ruptures in the former can be open to repair. Sara (G) and George (VIP) are at a shop's checkout waiting to pay for some socks for George (see Segment 6). They are standing a short distance from one another in a queue, with George holding the pack of socks they have chosen earlier. Looking at and referring to the pack, Sara says "this is four pounds". Although they are not in contact, the socks serve as something in common, an object they are mutually attending to through both touch and speech.

In the midst of this exchange, Sara notices a new pack of socks and decides to return the old ones to some hangers in a nearby aisle (line 6). Saying "just put this back", she walks away from George (Figure 7d). The change in body configuration and distance marks a transition in their respective
positions in space, though, as in the previous example, there are signs of trouble. The alert, "just put this back", is ambiguous and the transition is not simultaneously recognisable to both parties. Indeed, Sara's utterance is said sotte voce, so may well not have been heard by George. Again, an interdependence between a pair is shown to be fragile and the common space enacted through them working in concert is ruptured. This is seemingly confirmed in George's next turn "do you think" (line 8). Although Sara has moved out of immediate earshot, George asks the question using the same pitch and without changing his orientation (Figures 7e and 7f), suggesting he is not aware Sara has left his immediate vicinity.

It is at this point that we see, on Sara's part, an attempt to repair the rupture in space. Saying "You can get two for six pounds if you want" (line 9), she raises the pitch of her voice and overlaps George's prior turn (line 8). Such overlaps have been noted as the source of troubles in video-mediated talk that is prone to latency and temporal delays [53], and are also known to be common in repairs to the order of turns between interlocutors [56]. Here, though, Sara appears to be making amends to a discontinuity in the co-constituted space between the pair. Her first "...two for six" utterance is a reference to the new pack of socks she has found, but in talking over George (seemingly with some urgency) she also makes apparent her change in location-possibly recognising he had not been aware of it. And, again, Sara's repetition of "two for six pounds" (line 11) is in response to George's questioning "ehm?", but also reinstates her spatial location beside him and a return to a common space. Sara's words, then, do more than maintain the sequence of turns, they indicate both her spatial location and her return to the mutuality or interdependence between the pair.

## Segment 6 - Two for six (George and Sara)




Fig. 7. Segment 6-Two for six (George and Sara)

In sum, in this last of our empirical sections we have seen how ruptures can occur in the mutual constitution of common space. In other words, the interdependent relations formed in and through navigation-between blind people and their guides-can be subject to breakdown, and such breakdowns can breach or rupture the co-constitution of common space. It would seem such ruptures occur when pairs lose the ability or fail to maintain the coordination of actions through talk, gestures and body movements, or a reference to common objects. We have also seen, however, that ruptures can be repaired through these same resources. For example, modifications to the sequential order of talk (e.g., 4.3.2) can be used to reconstitute a common space that has momentarily been disrupted. As we will see below, a recognition of such ruptures and repairs invites an opportunity for thinking about the role of AI in assistive technologies that support navigation.

## 5 DISCUSSION

In the above detailed examination of six segments from a larger corpus of video data, we have given particular focus to the ways people with vision impairments and their guides navigate together. Our findings, overall, show that this navigation involves a mutual investment in constituting a space to move through-co-constituting a space in common. Space here is understood not to precede interaction, nor is it a given. Rather it is jointly accomplished, brought about through an unfolding set of relations [14]. Step-by-step, turn-by-turn, and in close bodily correspondence with one another, the pairs above show that space is (and in some cases isn't) made navigable, together. It is, in this way, that we find an interdependence at work in the sighted guide relationship. For pairs, a back-and-forth in talk, bodily gestures and movements, and mutual references to objects are all involved in co-constituting and navigating a common space.

In this discussion, we use this perspective on the practical accomplishment of interdependent navigation to identify and discuss opportunities for AI-enabled AT.

Again, we wish to consider how AI might be employed not as a means to "solve" undertakings like navigation-that are so often situationally dependent and thus a significant challenge to model [62]but to compliment and possibly extend individual and collective capacities [5, 6]. Our interest in AI is consequently not to make up for some deficiency in sighted guiding, but to consider what AI might offer in the collaborative achievements between actors. We seek to follow an all together more fundamental line of inquiry tied to questions about the role of AI in supporting collective autonomy and agency. It is through this line of inquiry that we point to, in the following subsections (see 5.1-3), three areas that might be considered in designing AI-enabled assistive technology. We bring the discussion to a close by reflecting on the limitations of the research we have conducted and our plans for future work.

### 5.1 The Use of Talk, Bodies and Objects as Resources

As we noted in Section 2, a common approach to aid navigation with AT is to view it as a problem of travelling from one place to another, using verbal or acoustic feedback to signal landmarks and ensure obstacles are avoided. A presumption is that navigation can be aided by recovering the $d e$ facto details of the physical environment. This arguably seeks to tackle "the problem" of navigation in sighted terms, privileging the visual organisation of a scene and providing a means for a user to "see" what is around them.

What we wish to highlight first, then, is that this framing of the problem may be misjudged. As an alternative, we begin from the basis that sighted guide partnerships are a routine part of navigating for people who are blind or vision impaired (and incidentally they are also deeply intertwined with friendships and family relations $[18,32]$ ). A goal might thus be to support these partnerships rather than assume they can be replaced with technology. Our findings extend this perspective, suggesting
that the details about an environment might be more usefully represented in terms of how they relate to one another in terms of temporal concurrence or sequence. This reduces emphasis on doing the work of recognition and, instead, places it on how, exactly, resources like talk, objects, and body movements and gesture are routinely used between people to navigate together.

In 4.1, we illustrated how such resources are used to co-constitute a space in common. Crucially, it is not the resources alone that help but how they are situated with respect to the sequential order of events. Thus the parsimonious use of language or gestures-e.g., saying "step down" or "go skinny", or bending an arm-can provide the necessary detail that avoids long-winded disruptions and helps to co-configure a legible space for pairs to move in. Similarly, the pack of socks that George and Sara hold (4.3.2) does not present itself as a resource because of what it is, but how it is held by the pair and communicates their spatial relationship.

Our above examples also reveal how multiple, temporally concurrent actions and resources come to be critical to the ways pairs navigate together. Alice's "Come on step down" foreshadows the curb, but it is also set alongside Luke's cane sweeping across the curb (4.1.1). The resources, produced in concert as well as in sequence, are what attune the pair to their surroundings and, again, make features relevant so that they can co-constitute a space and navigate the curb without noticeable hesitation.

From this perspective, we suggest assistive technology that supports navigation could go beyond the mere description of the physical environment (e.g., the detection of specific obstacles nearby, and turn-by-turn instructions). An AI-enabled AT could approximate the salience of features in a scene by attending to how they are used as resources vis-á-vis the unfolding sequence of interactions. The key emphasis of such an AT would need to shift away from natural language processing, gesture or object recognition to mapping how relevant aspects such as talk, objects movements and gestures mutually give rise to their use as resources. For example, it is remarkable in the sequences between George and Sara (4.1.2) and Alan and Nick (4.2.1) that silence operates as a marker for approaching obstacles. The silence says, literally, nothing, but through its timing with approaching obstacles signals a necessary shift in attention between the pairs.

One area in which this idea of reorienting research to detect sequences and multiple, concurrent interactions may have material impact is on how AI-enabled systems are trained. Currently, ATs providing navigation support use computer vision and machine learning algorithms for object detection and recognition. These systems rely on trained models using well-known datasets such as ImageNet and Microsoft's COCO. Such large-scale datasets contain many labelled common objects placed in everyday settings, and modelling is often intentionally designed to complicate the recognition task and background/foreground segmentation. Generally, the goal is to extract the object from its surroundings and achieve a high accuracy in object recognition under varying conditions (including where the background is dynamic, e.g. video). Consequently, trained models can yield impressive recognition results that are largely dependent on the dataset/training data. Given the significance of the production of resources in sequence and concert, the challenge here may not be to extract details such as body parts and objects (and also talk and audio) from segmented backgrounds. Instead, it may be to determine ways of labelling data and producing datasets that account for how these details are placed in sequence or used in concert with what might ordinarily be treated as extraneous background noise. This would be to apply a greater attention to how features are made relationally relevant in contexts like sighted guide navigation. Our intention here is not to discount the considerable labour involved in data labelling and producing datasets, but to suggest there may be alternatives to mainstream paradigms in AI/ML recognition systems, ones that respond more directly to the constituted settings in which the systems are used, and are sensitive to the ways in which multiple resources are coordinated in action.

### 5.2 Greater Interdependencies

Research surrounding navigation-based AT might then benefit from shifting attention away from the problem of recognising details in a user's environment, to supporting the means by which the world is made meaningful through talk and interaction. Relatedly, such research might question a further presumption: that independence is the sought after goal, that people with vision impairments should, through technology, be given the means of navigating on their own. Again, in examples where AT has been designed to support navigation, it is often the case that it is treated as an individual accomplishment and thus something to be solved for the individual. Where the recognition of other people is addressed, it is either to recognise them as an obstacle [3] or to detail their attributes (e.g. "man, aged 35 ", etc.). What we want to suggest is that the support for navigation in assistive technologies might instead show a concern for how people actively work together, how they rely on one another to move together.

Consider the example Freezing-up (4.2.2) in which Luke seemingly freezes when left on his own. As we suggested, this might easily be read as him faltering, loosing his capacity to move as his guide, Alice, leaves his side to return to the counter in a café. However, it can at the same time be thought of as an opening. To freeze here is to open up the space for something else to happen, to create the conditions for another to act [43]-in this case for Alice to turn and step-back, and adjust to Luke's outstretched arm. The slowing down of pairs presents a particularly interesting case of coordinated actions. Across our examples, we repeatedly saw such slow-downs. We found them to be triggered by a guide's reduced walking pace, the movement of an elbow, or the resistance in forward momentum (and no doubt other hard to detect actions). And, they would often come with corresponding actions from the person being guided, a similar slow-down, and possibly a silent pause or step closer to the guide. As on other occasions, actions were reciprocated, but in this case they also made room for something more to happen. In our examples in sections 4.1.2 and 4.2.1, the change in walking pace accomplished between pairs created the conditions for attention to be given to other things, for bodies to be realigned, or talk to be resumed. These are small openings, but at the same time through a coordination between actors something new is made possible. The co-constituted space enacted between a pair affords new sets of further interaction. Many movements on the part of our participants might be understood in a similar way; slowing down, pauses in talk, interruptions and so on can be seen as ways to maintain a coherence in a pair's co-constituted common space.

Such micro-adjustments and subtlety in interaction present significant challenges for AI-enabled AT. Recognising how one person's actions trigger or are reciprocated by another-amidst a complex mixture of interactions and across highly variable contexts-is nontrivial and unlikely to be tractable by AI systems for some time, if at all. However, what might be manageable is the recognition of microlevel but detectable actions, and system output/feedback corresponding to these actions. So, what if an audible sound accompanied and reflected a pair's pace or even a pause in talk as they navigated an obstacle or approached passersby? Crucially, such interventions would not replace the coordination between pairs, as it were solving "the problem" of obstacles. Instead, it would aim to serve as a further resource for opening up the possibilities and potentially affording the space for new (inter)actions. Sound reflecting the presence and relative proximity of an obstacle during a pause in talk could, for instance, make the need to veer one way or another more predictable or a return in talk more open to both parties. These would though be resources that hold the options open rather than dictate specific actions. They would also need to be sensitive to the availability of information to both parties in ways that were not disruptive to ongoing interaction.

### 5.3 Ruptures and Repairs

The ruptures we recounted to common space (4.2.1 and 4.3.1-2) and the possibility for repair (4.3.2) present cases of both clear breakdowns and opportunities for intervention from AT. When pairs lose contact with one another, we find there can be an abrupt change to the space they are in. A shift must be made between a co-constituted and shared space to individually managed spaces, and problems can arise accordingly. In "Wait Here, Wait Here" (4.3.1), for example, Alan is left talking to himself when Nick lets go of his arm to retrieve the forgotten bag. The common "freezing" may be an action inviting another action, but it is always a reactive one and one that awaits a response from the guide or another bystander.

In conversation analysis, a transition relevance place refers to a moment in turn-taking where a place is opened for a follow-on turn from an interlocutor (i.e. when a transition to the next speaker becomes relevant) [54]. A question (ending with a raise in pitch) is one obvious example, but so to are pauses and non-linguistic utterances such as "huh", "uhmm" or "errr". To ease the abrupt ruptures to common space between people with vision impairments and their guides, we might imagine a similar cue provided by an AT. The challenge in designing the AT would be how to aid the noticing of mutual configurations of space. An AT could indicate a moment of transition relevance by signalling the possibility of a reconfiguration of space. Changes to actors' orientations to talk (e.g., moving from facing one another to looking outwards) or changes in their relative spatial arrangements (e.g., a shift in orientation to something else in space) could be relayed using audible or tactile feedback to indicate the possibility-the relevant place-for changes.

Most obvious here would be one member of a pair walking away. More subtle cues might also be recognised, however, such as a guide's abrupt rotation away from a pair's direction of travel, as in Alice's movement (4.3.2), or a guide's words said sotto voce, with indexical spatial references such as "over there" or "wait here" (e.g. 4.3.1 and 4.3.2). Further work would need to be done to understand how talk and bodies could be used as a resource in this way, but as above the key recommendation here is not to treat this as a replacement for existing cues, but as a way to add to the resources pairs already have available to them to make space mutually meaningful and relevant.

To extend this point, in another of our examples, "Two for Six" (4.3.2), Sara illustrates how subtle cues in interaction can repair breaches to a shared space. A spoken response to George's turn, and indeed a raise in pitch and the overlap in talk, signal both a change in the talk, but also serve as a bridge, reconstituting the shared space. We find another example of how the use of interactional resources-in this case talk and turn-taking-provides a means of managing space and bodily coordination. Yet, we also see that the recovery of ruptured space is, again, largely weighted towards action from the guide. When people with vision impairments and their guides are in contact there is a recognisable back and forth, each person may be capable in different ways but together they are able to coordinate their actions to move through space (for the most part) unproblematically. But when the common space is breached the balance changes, the guide becomes the proactive member of the pair; the person with the vision impairment becomes far more reactive in what they can do. "Two for Six" (4.3.2) illustrates this. The opportunity to repair is open to Sara as the guide. Continuing with our proposals for AT that compliment pairs' interactions, we might here consider how information is provided to re-centre the agencies, to allow more possibilities from both parties.

We can learn lessons here from the broader body of work in CSCW. For example, in their study of systems designed to assist driving, Perterer et al. [48] show how advanced driver assistance systems fail to make use of the collaborative work involved in driving, where front-seat passengers often come to share tasks and duties. The authors suggest that driving could be thought of in more distributed terms, and correspondingly in-car systems could be designed to further extend the joint work, involving front-seat passengers in activities such as monitoring the speed of the car and
assisting with navigation devices. This resonates with Bennett et al.'s [5] discussion of "crowd work" in AT, in which systems might inspire new forms of collaboration where people with disabilities are not only the recipients of assistance but become proactive companions in completing tasks.

Returning to the presented research, such an orientation might be explored further by considering how bodies are located in space. The relative spatial representation of nearby people with respect to a user has been proposed elsewhere (e.g. [1, 21]). Here, though, a particular investment could be put into exploring ways to track the relative location and distance between a user and a guide. For instance, AI-enabled systems may provide information about a guide's proximity when letting go occurs. Computer vision and machine learning techniques could be adopted to identify the guide and provide information about orientation and relative distance between pairs. Feedback representing this information would provide a user with the resources to orient themselves towards a guide who has left their side and possibly even allow them to walk together without physical contact. This proposal is again tentative, but shows our aim to support the ongoing and emerging relations between people with vision impairments and their guides, and presents a perspective that makes for richer interdependencies and an expansion of collective capacities.

### 5.4 Limitations and Future Work

The research we have presented has been conducted through audio-visual recordings of participant pairs, and made explicit use of body cameras, detailed transcription, and interaction analysis. Altogether these have offered a valuable method to highlight the complex interplay of talk, gestures and body movements, and other objects in sighted guiding. However, we recognise there are some technical, ethical and methodological limitations that arise in the research and that deserve reflection to improve future studies.

At a technical level, body cameras were a useful tool to capture participant interactions, moment by moment. However, our perspective was limited to the video frames provided from both cameras. These views sometimes did not record everything that might have been relevant, and were obviously unable to capture the degree of bodily and tactile contact between our pairs. Despite our study procedure-that included demonstrating how to wear the cameras, and trial runs with our participants to find the optimal arrangement of cameras (see Section 3.2)-such limitations are thus likely to have led to missed details. For instance, in some cases a participant's camera had been set up not to capture the torso or arms of the other member of the pair, so we were unable to see how movements and gestures were used. Likewise, the pressure of a grabbing hand or the tension in an arm, shoulder, or the movement of a body were undoubtedly useful resources between our pairs that we might have had some visual indication of, but we could not confirm. We recognise that all methods come with their limits so our recommendation here is not to suggest additional recording equipment, but rather to recommend explicit acknowledgement of what is and is not available to analysts through specific methods (see below).

Body cameras also raised some ethical considerations throughout the study. Our research was conducted in public spaces and participants had cameras at their homes for 3 days. This raised the risk of data beaches, and consequently the danger of data access by unauthorized people. It was for this reason that we decided to use body cameras that encrypted media at the point of capture, with access only possible using a password. We are aware, however, that more precautions could have been considered with respect to the confidentiality of data. Capturing private and sensitive information is highly likely using video recordings and this may in turn increase the risk of harm for participants. We might have, for example, reduced such risks by asking participants to review their media and to delete any sensitive video after recording their journey and before researchers could access them.

The last consideration relates to our methodology and the relationship between the recordings and analysis, and the activity as experienced by participants. In research that uses video and conducts interaction analysis on such recordings, particular assumptions are made about the access to the situational details. In practice, this method allowed us to examine, in detail, a very particular form of social activity (namely, how social order is accomplished). However, it is evident that what we as analysts see and hear may not be what participants hear, see and, indeed, feel [30]. We are also likely to miss much of the intimacy and care that play a relevant role in pairs' relationships, a commitment to understanding one another and the compulsion to do well together [6]. It is fair to say that the method we chose authorised a particular understanding of sighted guiding, but may in doing so have risked glossing over the skill and know-how felt by our participants. We therefore recognise that other subtle dimensions of interaction may have been precluded in our method and thus were not available to us in our analysis, results and findings.

Our research provides a step toward future work on investigating and designing AI-enabled assistive technology that extends the ways companions walk and navigate together. Specifically, our own future work will focus on situations in which ruptures occur. We are currently investigating in more detail how such ruptures happen when pairs "let go" of one another. As above, our aim is to draw attention to the use of situational resources used by pairs in sighted guide partnerships. We intend to design and evaluate AI-based interventions based on this work and hope to demonstrate that AI can have a role in easing the transitions between common and personal spaces, and potentially extending the ways common spaces are co-constituted.

## 6 CONCLUSION

Our study gathered video recordings of 4 people with visual impairments working with their sighted guides to navigate during routine journeys. We analysed 40 segments of video in detail and used 6 of these to illustrate the collaborative and interdependent work involved in navigation.

Our findings reveal how people with visual impairments and sighted guides use multiple resources, such as talk, body gestures and movements, and objects to co-constitute a common space that can be navigated together. These resources do not always explicitly describe the physical environment, but they are employed by people to inform how to move their bodies in relation to one another and to space. Here, timings and rhythms play an important role to coordinate their (inter)actions. Additionally, we showed the interdependence work during navigation and the continuous shifting between agencies. Sighted guides and guided people with visual impairments actively take and respond to actions through resources, building up and negotiating a common space of interactions and understanding. This interdependent production allows them to accomplish navigation successfully. Finally, our findings also depict moments of rupture. These ruptures occur when people fail in the negotiation and coordination of actions through multiple resources, leading them to deploy talk, gestures and body movements, and objects to repair such breakdowns.

We have demonstrated that there is a rich tapestry of highly collaborative work and mutual agency in sighted guiding that constitutes a prime example of interdependence. Taking this perspective allows us to question current approaches to AI-enabled assistive technology. In particular we suggest a reorientation towards (1) augmenting the sighted guiding relationship rather than replacing it; (2) focusing on identifying the mutual use and sequence of talk, bodies and objects as resources that constitute a common space rather simply providing a description of the environment; (3) identifying new opportunities for AI-enabled interventions that complement the existing resources; and (4) enable and support repair activities when interaction ruptures are detected.

Our work provides a first step toward a new framing of AI-based assistive technology which recognises interdependence as central to the autonomy and agency of people with vision impairments.
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## A INTERACTION ANALYSIS SYMBOL LEGEND

= Latching, no interval between the end of a prior and start of the next piece of talk.

- A single dash indicates a cut off either because of an interruption or self-repair.
// Overlapping, the double oblique indicates the point at which a current speaker's talk is overlapped by the talk of another.
*text* Text between asterisks indicates what has been said by another speaker during overlapping. : Colon(s) indicate that the prior syllable is prolonged. Multiple colons (e.g., $:::$ ) indicate a more prolonged syllable.
$\uparrow$ An upward arrow indicates a marked rise in pitch.
$\downarrow$ A downward arrow indicates a marked lowering of pitch.
[] Squared brackets are used to describe what is happening visually, such as movements, speed, gesture and so on.
() Single pairs of parentheses indicate that words are unclear or inaudible in the clip.
(( )) For vocalisations which are not easy to spell out such as ((cough)), ((snort)), and ((sniff)).
text Underlined text indicates a different voice tone.
$\rightarrow$ Points to the location of the phenomenon being discussed.
0.5 Indicates time in seconds between two 2 turns talking.
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